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The sensitivity of aerosol optical depths �1 and �2 derived from the Advanced Very High Resolution
Radiometer �AVHRR� channels 1 and 2, centered at �1 � 0.63 and �2 � 0.83 �m, respectively, and of an
effective Ångstrom exponent �, derived therefrom as � � �ln��1��2��ln��1��2�, to calibration uncertain-
ties, radiometric noise, and digitization is estimated. Analyses are made both empirically �by introduc-
tion of perturbations into the measured radiances and estimation of the respective partial derivatives�
and theoretically �by use of a decoupled form of the single-scattering approximation of the radiative
transfer equation�. The two results are in close agreement. The errors, 	�i and 	�i, are parameterized
empirically as functions of �i, radiometric errors, and Sun and view geometry. In particular, the � errors
change in approximately inverse proportion to � and are comparable with, or even exceed, typical �
signals over oceans when � 
 0.25. Their detrimental effect on the information content of the AVHRR-
derived size parameter gradually weakens as � increases. © 2002 Optical Society of America

OCIS codes: 010.1110, 010.1310, 120.5630, 120.0280, 280.1100, 280.1310.
1. Introduction

Stowe et al.1 and Ignatov and Stowe2 described an
aerosol retrieval algorithm �termed internally in the
National Environmental Satellite Data and Informa-
tion Service �NESDIS� the second-generation algo-
rithm� of the Advanced Very High Resolution
Radiometer �AVHRR� onboard the National Oceanic
and Atmospheric Administration �NOAA� polar orbit-
ing satellites. The algorithm first derives two val-
ues of aerosol optical depths �AODs�, �1 and �2, at the
monochromatic wavelengths �1 � 0.63 and �2 � 0.83
�m, respectively, from individual reflectances in
AVHRR channels 1 and 2, with two independent
lookup tables. An effective Ångstrom exponent is
then derived therefrom as
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where 
 is the spectral separation factor between the
channels. For the AVHRR, 
 � 3.63.

The retrieval algorithm and its implementation
with the 6S radiative transfer model3 were docu-
mented by Ignatov and Stowe,2 who used four
NOAA-14 AVHRR data sets that were collected in the
5°–25 °S global latitudinal belt in February 1998 �n �
67,092 retrievals�, April 1998 �n � 79,269�, January
1999 �n � 101,081�, and May 1999 �n � 108,286�.
We use the same data here to estimate empirically
the sensitivity of the retrieved �i and � to the AVHRR
radiometric uncertainties.

AVHRR radiometric factors are subdivided into the
categories of calibration, stability, radiometric noise,
and digitization �the C, S, N, and D factors, respec-
tively�. Uncertainty in aerosol retrieval is quantita-
tively estimated as a response �partial derivative� to
a perturbation, added to the real AVHRR measure-
ment. Theoretical analysis is also possible, in which
the reference data set of the top-of-the-atmosphere
radiances �to which the perturbations are added, and
about which partial derivatives are estimated� is sim-
ulated with a radiative transfer code at a number of
Sun-view geometries and aerosol concentrations and
types. There is no easy way, however, to define the
multidimensional frequency distributions of geomet-
rical and aerosol parameters that will be representa-
tive of the real retrieval conditions �to which the
results of the sensitivity study are intended to be
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applied�. Note that the use of a real AVHRR as a
reference implies that the reference data are already
in error �contaminated by noise, digitized, and sub-
ject to calibration errors�. For estimating partial de-
rivatives, these perturbations, however, are of little
importance as long as they remain relatively small.
Note that use of the real AVHRR data as a reference
was begun by Mishchenko et al.,4 who qualitatively
checked the sensitivity of their AOD and size param-
eter retrievals against some factors that influence
retrievals, including the uncertainty in AVHRR cal-
ibration.

Many aspects of the analyses presented here have
been considered in, and to a certain extent inspired
by, the pioneering papers of Gordon,5,6 who consid-
ered the effect of radiometric factors on the Coastal
Zone Color Scanner and Moderate-Resolution Imag-
ing Spectroradiometer retrievals of water-leaving ra-
diance and chlorophyll concentration, and on the
Ångstrom exponent as an intermediate product of the
atmospheric correction algorithm. The present
study is primarily a more-detailed and quantitative
sensitivity study of atmospheric rather than oceanic
parameters, specifically, with the AVHRR-like in-
struments that are now widely used for the global
assessment of aerosols.1,2,4,7–10

In Section 2, AVHRR radiometric terms are de-
fined: calibration slopes Si, zero counts Ci0, noise-
equivalent counts and albedos, NE	Ci and NE	Ai
���Ai

�, respectively, and digitization in channels i �
1, 2 �DAi, corresponding to DCi � 1�.

In Section 3, empirical sensitivities of the retrieved
�i and � to the calibration slope uncertainties εiC �
dSi�Si �or εiC � 100% � dSi�Si when error is ex-
pressed in percent rather than as a fraction�, are
documented. For these analyses, the radiances re-
ported by the NOAA operations on the data sets are
perturbed �multiplied� by �1 � εiC�, and the respective
deflections, 	�iC and 	�iC, are calculated. It is
shown that 	�iC � �ai � bi�i�εiC, where the coeffi-
cients ai and bi are channel specific. The perturba-
tion in �, 	�iC, that is a result of perturbation in AOD
in channel i, 	�iC, is approximated as 	�iC � 
 ln�1 �
	�iC��i�. For practical applications, the first term of
the Taylor series, ln�1 � 	�iC��i� � 	�iC��i, accu-
rately approximates 	�iC as an inverse function of �i.
This result is consistent with the earlier analyses of
Ignatov et al.11 Neither 	�iC nor 	�iC reveals Sun,
view, scattering, and reflection geometry trends.

In Section 4 the effects of AVHRR radiometric
noise �N� and digitization �D� on the retrievals of �i
and � are empirically estimated with the same per-
turbation technique. The N and D signals differ by
their probability-distribution functions only: The N
signal is distributed normally, whereas the D signal
is distributed uniformly. Otherwise, they influence
the retrievals in a similar way, described by the same
mathematics, and therefore their analyses have been
combined in one section. In particular, both the N
and the D signals introduce random errors in the

retrievals �with standard deviations ��iX and ��iX,
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respectively; here, X � N, D, ND� but there is no bias.
Separate analyses were performed for the N and D
effects individually in channels 1 and 2, and the rules
to estimate their combined effects are derived. The
values of ��iX do not depend on �i, whereas ��iX
change approximately in inverse proportion to �i.
Both ��iX and ��iX show no trend with Sun angle,
small trend with scattering angle, and significant
trends with view and glint angles.

In Section 5 a simplistic analytical model of the
AVHRR signals in channels 1 and 2 is formulated,
based on a decoupled form of the single-scattering
approximation for the radiative transfer equation,
and used to derive analytical formulas for the sensi-
tivities of the retrieved parameters to the radiometric
uncertainties. This theoretical analysis provides an
insight into the empirical AVHRR results obtained
earlier in the paper and suggests how those results
can be generalized for use with other sensor data.

In Section 6 the effects of the radiometric uncer-
tainties on the information content of AVHRR aerosol
measurements are discussed. A relative uncer-
tainty is defined as the ratio of natural variability in
� and � to the C-, S-, N-, and D-induced errors in
these parameters. It is shown that radiometric er-
rors may substantially depreciate the AVHRR aero-
sol information content, and ways with which their
corrupting effects on the retrievals can be partially
alleviated are discussed.

In Section 7 the results are discussed and conclud-
ing remarks are made.

2. Radiometric Definitions for the AVHRR

A. AVHRR Calibration Equation

AVHRR spectral radiances Li �W m�2 sr�1 �m�1� are
calculated as Li � Gi

�1�Ci � Ci0�. Here, Gi
�counts��W m�2 sr�1 �m�1�� is gain of channel i �see,
e.g., Refs. 12–14�, Ci is the measured count, and Ci0 is
the zero, or dark, count. According to Kidwell,15 ef-
fective radiance measured in channel i, Ni �W m�2

sr�1�, is defined as Ni � LiWi, where Wi ��m� is the
equivalent width of the spectral channel, tabulated
for several NOAA satellites by Kidwell.15 For
NOAA satellites up to and including NOAA-16, the
equivalent widths lie in the ranges W1 � 0.11–0.14
and W2 � 0.22–0.25 �m. In the NESDIS operations
the effective radiances Ni are further converted to
so-called overhead albedo units Ai by normalization
to integrated solar spectral irradiance Fi �W m�2�:

Ai �
�Ni

Fi
�

�WiLi

Fi
� Si�Ci � Ci0�, Si �

�Wi

GiFi
,

(2)

where Si �counts�1� is the calibration slope. Occa-
sionally, units of percent albedo are used, which are
related to the fractional albedo defined by Eq. �2� as
Ai�%� � 100% � Ai �fractional�. In this study the
latter formulation is used.

Albedos defined by Eq. �2� are used as input to the
aerosol retrieval algorithm after being corrected for



Sun–Earth distance. The uncertainty in albedo de-
rived by Eq. �2� results from uncertainties in �1� the
calibration slope, Si �which results primarily from the
uncertainty in gain, Gi, but may also be subject to the
uncertainties in solar flux, Fi, and in the equivalent
width of the spectral channel, Wi� and in �2� the mea-
sured and dark �zero� counts, Ci and Ci0, that result
from radiometric noise and digitization.

B. AVHRR Calibration Slope and Its Stability

The AVHRR calibration slope is not monitored in
flight and is therefore determined vicariously. Ex-
tensive use of the AVHRR for quantitative applica-
tions that were not foreseen originally, such as
measuring vegetation over land and aerosols over
oceans, called for many efforts to calibrate the
AVHRR after it was launched.14,16–26 The problem
is further complicated by the fact that the calibration
slopes change dramatically not only from satellite to
satellite but also over the life of a NOAA satellite.

Figure 1 plots values of S1 and S2 as a function of
time for a few NOAA satellites. For NOAA-7,
NOAA-9, and NOAA-11, the results of Rao and
Chen22 were used. For NOAA-14, two calibration
curves are shown. The first14 was used in NOAA
operations before 8 December 1998 �in particular,
with the February 1998 and April 1998 data�. The
second26 was integrated into NOAA operations on 8
December 1998 �and was used with the January 1999
and May 1999 data; see Ref. 2 for details�.

The example of the NOAA-14 satellite clearly dem-
onstrates the degree of uncertainty in calibration
slopes Si, even when a consistent calibration meth-
odology is applied by the same authors but to a dif-
ferent time series of satellite data. The uncertainty
may be even larger if different calibration methodol-
ogies are used by different investigators. For
AVHRR channel 1, Mitchell et al.19 estimated that
the uncertainty of the calibration slope determina-
tions by individual vicarious techniques is in the
range �3–�5% and typically is within �5% when an
ensemble of results is considered. Mitchell et al.19

suggest that the uncertainty in channel 2 is larger,
because the signal is generally lower in this channel
�e.g., over the bright desert calibration targets�. Fur-
thermore, there is an additional variable factor that
influences the satellite signal in this channel �strong
water-vapor absorption�. These estimates are in
broad agreement with the results by a vast majority of
other authors,13,14,20,22,24,25 with an upper limit of un-
certainty as reported by Che and Price12 of �10%.
Summarizing information from various authors and
sources yields an uncertainty in the calibration slope of
�5% in AVHRR channel 1 and of �7% in channel 2.

It should be emphasized that the estimates for the
best-case situation described above represent the
highest level of accuracy attainable at present time
with the use of the best vicarious calibration tech-
niques available. The uncertainties are unavoid-
ably larger in the operational reality because the time
series used in estimating the trends are shorter, be-
cause of the operational implementation pressure,
and because extrapolation rather than interpolation
must be used �as a result of the lack of temporal
context on the time axis to the right of the retrieval
point�. For instance, for the four NOAA-14 data sets
used in this study, the calibration slopes derived with
the use of the two versions of calibrations, those of
Rao and Chen14 and of Rao,26 differ by approximately
7–10% in channel 1 and by approximately 13–20% in
channel 2 for the February 1998–May 1999 period.
These numbers are illustrative of the real uncer-
tainty of the calibration slope that one should expect
to encounter in the AVHRR operational day-to-day
reality.

Equation �2� suggests that there are other sources
of potential errors in Si. One is associated with the
uncertainties in the solar flux, Fi, which is custom-
arily calculated by use of the Neckel–Labs27 data but
that may be uncertain by a few percent in certain
parts of the solar spectrum.6 The other is the equiv-
alent width of the spectral channel, Wi, calculated
from channel’s spectral response. The AVHRR’s
spectral filters are not controlled in flight, and a sus-
picion was raised that they may change over a satel-
lite’s lifetime.23 Additionally, aerosol remote
sensing is in the so-called low-signal regime. Ac-
cording to Mitchell,28 “counts observed over dark
ocean for clean maritime conditions are typically in
the range 20 
 �C1 � C10� 
 50 �channel 1� and 10 

�C2 � C20� 
 30 �channel 2�.” The calibration meth-
odology of Rao and Chen14,22,26 uses bright desert
targets for calibration. Although we know of no
Fig. 1. Time series of calibration slopes of channels a, 1 and b, 2
for the AVHRR sensors on the NOAA satellites NOAA-07, NOAA-
09, and NOAA-11, according to Rao and Chen22: For NOAA-14
the data are from �1� Rao and Chen14 and �2� Rao.26
20 February 2002 � Vol. 41, No. 6 � APPLIED OPTICS 993
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analyses that have shown any hint of nonlinearity in
the AVHRR response,29 the sharp differences in the
brightness of the calibration and retrieval targets
may be an additional source of aerosol errors.

Summarizing, the best-case uncertainties in the
calibration slopes, derived by a suite of several vicar-
ious calibration techniques from sufficiently long
time series after the satellite mission is completed,
are estimated to be within �5% and �7% in AVHRR
channels 1 and 2, respectively. In operational real-
ity, the uncertainties may be larger by a factor of 2 or
so, of the order of �10% and �15% in AVHRR chan-
nels 1 and 2, respectively. Below, errors to be ex-
pected in the operational aerosol retrievals, and in
postoperation reprocessing such as in the Global
Aerosol Climatology Project �GACP; Ref. 4� or the
Pathfinder Atmosphere �PATMOS; Ref. 30� data set,
are quantified.

Long-term trends and discontinuities in calibra-
tion, if present, are relevant to the stability of the
calibration �the S errors�. Stability error differs
from calibration error in that it characterizes how
well a vicarious technique, which assumes a stable
external target and is therefore expected to provide a
stable calibration record, allows one to achieve this
objective. The artifacts in the calibration record, if
present, are therefore indicative of the residual errors
�imperfections� of the vicarious calibration tech-
niques. These errors may result from a less-than-
perfect separation of the calibration effect from
angular variability in the AVHRR signal over the
calibration target, from the type of fit �e.g., linear or
exponential� used to approximate the degradation
rate of a calibration parameter, and from the insuf-
ficient or incomplete seasonal cycle time series.
Estimates of the stability of various AVHRR vicar-
ious calibration techniques are usually well beyond
the capability level of those techniques and are
therefore not available from the literature. What
is more, the numerical estimates below suggest that
the sensitivity can be indirectly inferred from a
time series of the derived aerosol parameters,
which happen to be a sensitive indicator of any
problem here and that one may therefore use to
approach its analysis and correction.

C. Zero Count, Ci0

The zero count is controlled in flight, but historically
a constant value of Ci0 is used in the operations �for
example, for NOAA-14, C10 � C20 � 41 �Ref. 22��.
Mitchell28 analyzed time series of Ci0 from NOAA-9,
NOAA-11, NOAA-12, and NOAA-14 to estimate spe-
cifically the long-term trends, excursions, and discon-
tinuities in the mean Ci0 and the noise in the zero
count, NE	Ci0.

1. Trends and Discontinuities in the Zero Count
Mitchell28 found that NOAA-12 channel 2 showed
“significant but continuous excursions over the last
year of its life,” whereas NOAA-11 channel 1 “dis-
played notable discontinuities.” Deviations in these
cases were within a 	C value of 0.3–0.5 counts.
i0
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Mitchell28 specifically emphasized that, in the low-
radiance regime, these deviations are equivalent to
calibration slope errors of ε2C � 1.6 . . . 4.0% for
NOAA-12 channel 2 and ε1C � 1 . . . 3% for NOAA-11
channel 1. For NOAA-14, no notable time changes
were observed; mean values of C10, C20 were within
40.9–41.0. Therefore the assumptions of constant
C10 and C20 seem to hold for NOAA-14. �Note that
Mitchell28 analyzed only the first eight months of
NOAA-14 operation, January–September 1995�.

2. Noise in Zero Count NE	C10

Mitchell28 estimated NE	Ci0 in flight and found that
NE	C10 � NE	C20 � 0.20 counts for all four satel-
lites, NOAA-9, NOAA-11, NOAA-12, and NOAA-14.
These in-flight estimates �which were typically 30–
40% lower than the respective preflight measure-
ments� were used for the numerical estimates below.

D. Radiometric Noise and Digitization

Figure 2 shows histograms of aerosol observation
�AEROBS� albedos. One should keep in mind that
the AEROBS data used in this study are modified
global area coverage �GAC� data. Each AEROBS
data point represents an average radiometrically cal-
ibrated albedo of 2 � 2 arrays of those GAC pixels,
which are identified as cloud free by the operational
Sea Surface Temperature�Aerosol cloud mask algo-
rithm.31 There may be one to four cloud-free GAC
pixels within an array. Additionally, geography
�latitude and longitude�, observation geometry �Sun,
view, and relative azimuth angles�, brightness tem-

Fig. 2. Histograms of actual AEROBS albedos in channels 1
and 2.



peratures �in AVHRR channels 3–5�, sea-surface
temperatures, and aerosol optical depths are also
stored in the AEROBS files. The averaging over one
to four cloud-free GAC pixels, along with noise and
digitization in the data, superimposed upon the phys-
ical signal contributes to the complexity of the albe-
dos in Fig. 2.

Figure 3 further illustrates the effect of radiometric
noise and digitization on retrieved �1, �2, and �. The
artifacts observed in the albedos are somewhat
smoothed out by the variable Sun and view geometry
used in the retrievals, but they are still clearly traced
in the data.

1. Noise in Effective Count Ceff � �C � C0�
The measured count, Ci, is subject to the same radio-
metric noise as the zero count, i.e., NE	C1 �
NE	C2 � 0.20. Assuming that the noise in Ci is
independent of that of C , one obtains for the noise in

Fig. 3. Fragments of histograms of aerosol optical depth retriev-
als in channel 1: a, b, from AEROBS albedos shown in Fig. 2 and
c, the Ångstrom exponent derived therefrom.
i0
the effective count �defined as Ceff,i � �Ci � Ci0��
�NE	Ceff�i � 0.2 � �2 � 0.28. The AEROBS data
used in this study are expressed in albedo units.
Therefore, for the perturbation analysis in Section 4
below, one needs noise expressed in albedo units,
NE	Ai � �Ai

, consistently with the data. Equation
�2� suggests that NE	Ai � Si�NE	Ceff�i, and Fig. 1
and the analyses by Ignatov and Stowe2 suggest that
S1 � 1.3 � 10�3 and S2 � 1.5 � 10�3 for the February
1998–May 1999 period that is covered by the data.
Substituting the latter into the former, one obtains
NE	A1 � �A1

� 3.6 � 10�4 and NE	A2 � �A2
� 4.2 �

10�4. These numbers are used for the numerical es-
timates in Section 4.

2. Digitization
Digitization in a channel, DAi, is defined as an albedo
response to a unit increment in the respective satel-
lite count, 	Ci � 1. One obtains these responses by
substituting 	Ci � 1 into Eq. �2�: DAi � Si, i.e.,
DA1 � S1 � 1.3 � 10�3 and DA2 � S2 � 1.5 � 10�3.
These values are used for the numerical estimates in
Section 4 below. Note that no digitization error is
assumed in the zero count, Ci0.

3. Empirical Sensitivity of �i and � to the Uncertainty
in Calibration Slope

A perturbation to the calibration slope, 	Si, was in-
troduced, and perturbations in AOD in the respective
channel, 	�iC, and the resultant Ångstrom exponent,
	�iC, were estimated. Note that, because of the spe-
cifics of the algorithm �i.e., independent � retrievals in
the two channels�, calibration in channel 1 influences
retrievals only in channel 1 �and not in channel 2�.
Likewise, calibration in channel 2 influences retriev-
als only in channel 2 �and not in channel 1�.

Four values of perturbation have been considered,
i.e., εiC � 	Si�Si � �0.05, �0.10, �0.15, �0.20 �a
�5%, �10%, �15%, �20% error, respectively, in the
calibration slope�. Eight numerical experiments
were conducted �four in channel 1 and four in channel
2, separately�. In this section the observed pertur-
bations, 	�iC and 	�iC, are related to εiC and to re-
trieval conditions.

A. Aerosol Optical Depths

Figure 4 shows perturbations 	�1C as a function of �1
on the left and 	�2C as a function of �2 on the right for
the four values of εiC ���0.05, �0.10, �0.15, �0.20,
in rows� for the February 1998 data set. Remark-
ably consistently, the data, which represent a wide
variety of geographical conditions and Sun-view,
scattering, and reflection geometries, show a linear
relationship between perturbation 	�iC and �i:

	�iC � ai� � bi� � �i. (3)

The slope ai� and the intercept bi� of the relationship
depend linearly on εiC, as documented in Fig. 5:

a � � a ε , b � � b ε . (4)
i i iC i i iC

20 February 2002 � Vol. 41, No. 6 � APPLIED OPTICS 995
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Figure 5 shows, and Table 1 lists, coefficients ai
and bi for all four data sets used in this study. Using
data from the rightmost column of Table 1, we can
summarize the findings of this subsection as follows:

	�1C � ��0.370 � 0.011� � �0.714 � 0.023��1�ε1C,
(5a)

	�2C � ��0.158 � 0.004� � �0.742 � 0.030��2�ε2C,
(5b)

where � characterizes the variability of the regres-
sion parameters from one data set to the other, as
derived from Table 1.

Note an important asymptote of Eqs. �5�: the er-
ror in � vanishes �	� 3 0� when the respective

Fig. 4. Perturbations in aerosol optical depths 	�iC versus �i that
result from perturbation in the calibration slopes εiC � 	Si�Si and
linear fit according to Eqs. �5� in AVHRR channels 1 �i � 1� and 2
�i � 2� for four values of calibration error: εiC � 0.05, 0.10, 0.15,
0.20.
i iC
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calibration error is small �εiC3 0�. The error, how-
ever, does not vanish at low aerosol ��i 3 0� when
calibration error is present but rather approaches
	�iC0 3 aiεiC. Note that this component of error
differs in the two channels �it is approximately 2.2–
2.5 times higher in channel 1 than in channel 2�. In

Fig. 5. Coefficients of linear Eq. �3�: slope, ai� and intercept bi�
in AVHRR channels 1 and 2 versus calibration slope perturbation,
εiC � 	Si�Si, for the four data sets used in this study.



particular, for ε1C � ε2C � �0.10 �a �10% error in
calibration slopes� one obtains that 	�1C0 � 0.037
and 	�2C0 � 0.016, even if aerosol is not present �i.e.,
if �1 � �2 � 0�.

The bi parameters characterize the sensitivity of
	�iC to �i. Unlike the ai parameters, the bi param-
eters have similar values in the two channels: b1 �
b2, well within their uncertainties. According to
Eqs. �5�, the estimates of 	�iC0 obtained at �i � 0
should be raised by ��	�iC� � 0.007 for each incre-
ment in ��i � 0.1 in either channel.

The physical meanings of these parameters and
relationships are discussed in Section 5 below.

B. Ångstrom Exponent

Figure 6 documents perturbations in the retrieved
Ångstrom exponent, 	�iC, that result from the cor-
responding perturbations in the calibration slopes,
εiC, in channels 1 �left� and 2 �right�, for the four
values of εiC �� �0.05, �0.10, �0.15, �0.20� rela-
tive to �1 and �2, respectively. Again, the full set of
empirical observations collected under the wide va-
riety of geographical and illumination, observation,
scattering, and reflection geometry conditions
forms a remarkably coherent pattern of progres-
sively increasing error in the Ångstrom exponent as
� decreases.

This result is better understood if one recalls that
	�iC are calculated with the use of Eq. �1� as

	�1C � 
�ln��1 � 	�1C

�2
� � ln��1

�2
��

� �
 ln�1 �
	�1C

�1
� , (6a)

	�2C � 
�ln� �1

�2 � 	�2C
� � ln��1

�2
��

� �
 ln�1 �
	�2C

�2
� . (6b)

Figure 7 shows scattergrams of 	�iC versus
	� -

Table 1. Coefficients of Eqs. �4� Th

Parameter: Method

Time

February 1998 April 199

a1

Empirical: 0.362 0.359
theory, Eqs. �14� 0.49 � 0.05 0.52 � 0.08

a2

Empirical: 0.154 0.156
theory, Eqs. �14� 0.175 � 0.015 0.180 � 0.0

b1

Empirical: 0.737 0.703
theory, Eqs. �14� 1 1

b2

Empirical 0.772 0.729
theory, Eqs. �14� 1 1
iC,est, where estimated values are obtained by sub
stitution of the fit formulas for 	�iC given by Eqs. �5�
into Eqs. �6� in place of the actual value, 	�iC:

	�1C � �


ln�1 �
�0.370 � 0.011� � �0.714 � 0.023��1

�1
ε1C� ,

(7a)

	�2C � �


ln�1 �
�0.158 � 0.004� � �0.742 � 0.030��2

�2
ε2C� .

(7b)

Figure 7 suggests that Eqs. �7� can be used not only
for qualitative analysis of the effect of calibration on
the derived Ångstrom exponent but also for the
accurate numerical prediction of this effect.

Note that the error in the Ångstrom exponent,
which results from simultaneous calibration errors in
the two channels, is estimated as the arithmetic sum
of the two components in Eqs. �7�: 	�C � 	�1C �
	�2C, taken with their respective signs. Assuming
for the sake of estimate that �1 � �2 � 0.15 �which are
representative, according to the analysis of Ignatov
and Stowe,32 of typical AODs for the four data sets
used in this study�, ε1C � �0.05, and ε2C � �0.07 �a
�5% calibration slope error in channel 1 and a �7%
error in channel 2�, one obtains 	�1C � �0.53,
	�2C � �0.43, and 	�C � �0.53 � 0.43 � �0.10. In
this example the signs of the Ångstrom exponent er-
rors are counterdirected in the two channels; i.e., a
positive calibration slope error, εiC � 0, results in a
positive Ångstrom exponent error in channel 1
�	�1C � 0� but in a negative error in channel 2
�	�2C 
 0�. This is so because a positive calibration
error, εiC � 0, always results in a positive AOD error,
	�iC, one of which �	�1C� appears in the numerator of
the ratio given by Eq. �1� and the other of which
�	�2C� is found in the denominator. Note that the
same calibration slope error in the channels, ε1C �
ε2C, would have a bigger effect if it occurred in chan-
nel 1, especially at low �. This is so because the

resent Aerosol Optical Depth Error

ta Collection

SummaryJanuary 1999 May 1999

0.366 0.381 0.370 � 0.011
0.52 � 0.08 0.54 � 0.06 0.52 � 0.08

0.161 0.162 0.158 � 0.004
0.175 � 0.020 0.185 � 0.015 0.180 � 0.020

0.706 0.691 0.714 � 0.023
1 1 1

0.715 0.712 0.742 � 0.030
1 1 1
at Rep

of Da

8

20
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calibration-induced � error in channel 1 is approxi-
mately 2.2–2.5 times larger than in channel 2 �	�1C �
	�2C�, whereas the ratio of �1��2 never exceeds �1.74
�when � � 2�.

A few asymptotes of Eqs. �7� are particularly im-
portant. If the calibration error is small �εiC 3 0�,
the respective error � will vanish �	�iC 3 0�, as dis-
cussed above, and so generally will the error in �,
with the exception of the case of low �. Equations �7�
suggest that, when �i 3 0, then 	�iC 3 �; i.e. any
small uncertainty in the calibration slope in either
channel is dramatically amplified.

Note that, for a realistic range of � �approximately
0.05–0.50�, Eqs. �7� can be accurately approximated
by the first �linear� term of Taylor’s series. In this
case the error in � is represented as an inverse func-

Fig. 6. Perturbations 	�i in the Ångstrom exponent resulting
from perturbations in the calibration slopes εiC � 	Si�Si in
AVHRR channels 1 �i � 1� and 2 �i � 2� for four values of calibra-
tion error: εiC � 0.05, 0.10, 0.15, �3� 0.05.
98 APPLIED OPTICS � Vol. 41, No. 6 � 20 February 2002
tion of �, as was first proposed by Ignatov et al.11

Numerical estimates show that, for � � 0.1, this fit to
the logarithmic function in Eqs. �7� is accurate
enough to be used for practical quantitative analyses.

C. Residual Angular Trends in 	�Ci and 	�Ci

A high degree of correlation of 	�iC and 	�iC with �i
suggests that correlation with any other factors, in-
cluding Sun-view, scattering, and reflection geome-
tries, is unlikely to be significant. Figure 8 shows
	�1C and 	�2C relative to various angles for extreme
calibration errors, ε1C � ε2C � �0.20. It suggests
that the residual angular trends in �i never exceed
�0.02. The 20% calibration error �chosen here to
highlight the amplitudes of the possible angular
trends in 	�iC, which, if they exist, are proportionate
to ε -

Fig. 7. Ångstrom exponent perturbations 	�i resulting from per-
turbations in the calibration slopes εiC � 	Si�Si versus those
estimated with Eqs. �7�, 	�i,est.
iC�, however, appears unrealistic, and the ob



served angular amplitude must be scaled in propor-
tion to the real calibration error. For instance, when
εiC � 5–10%, this amplitude is reduced by as many as
4 to as few as 2 times. For many practical applica-
tions, this error is beyond the level of detection and
may be disregarded.

4. Radiometric Noise and Digitization

A. Aerosol Optical Depths

Noise and digitization in albedos were modeled as
Gaussian and uniformly distributed signals, as de-
scribed in Subsection 2.D, and added at the top of
the AEROBS signal. The two top rows of Fig. 9
show curves of these modeled signals, 	A �X may

Fig. 8. Perturbations 	�iC in aerosol optical depths in AVHRR
channels 1 �i � 1� and 2 �i � 2� versus Sun, view, scattering, and
glint angles for a perturbation in the calibration slopes, εiC �
	Si�Si � 0.20.
iX
be N, D, or ND� in AVHRR channels i � 1 �Figs. 9a1
and 9b1� and i � 2 �Figs. 9a2 and 9b2�, as they are
affected by noise �	AiN; Figs. 9a1 and 9a2�, digiti-
zation �	AiD; Figs. 9c1 and 9c2�, and their combi-
nation �	AiND; Figs. 9b1 and 9b2�. The two top
rows of Table 2 summarize their respective statis-
tics: mean �in all cases, �	AiX� 
 �10�4�, standard
deviation ��AiX�, and Min�	AiX��Max�	AiX�, where
Min and Max are minimum and maximum, respec-
tively. Note that combining a normally distrib-
uted 	AiN with a uniformly distributed 	AiD results
in an almost perfectly normally shaped 	AiND sig-
nal.

The respective two bottom rows of Table 2 and of
Fig. 9 show the effect of noise �Figs. 9a3 and 9a4�
digitization �Figs. 9b3 and 9b4�, and both �Figs. 9c3
and 9c4� on �1 �Eq. �3�� and �2 �Eq. �4�� retrievals.
The normal shape of the 	�iN curves is expected from
the normally distributed 	AiN. Interestingly, the
uniformly distributed 	AiD is transformed into a
much more Gaussian shaped 	�iD. This is so be-
cause the retrievals �inversion of Ai into �i� are made
under a wide variety of illumination, view, scattering,
and reflection geometries, which apparently imparts
a normalizing effect to the derived �. The 	�i signal
undergoes further evolution toward a Gaussian
shape when 	�iN and 	�iD signals are combined into
	�iND, whose curves are already indistinguishable
from normal. This fact means that the combined
ND effect on AVHRR aerosol retrievals is equivalent
to, and statistically indistinguishable from, the in-
creased Gaussian noise.

Two observations can be made from Table 2.
First, in both AVHRR channels �i � 1, 2� the respec-
tive perturbations are summed up in a rms sense as
�AiND

2 � �AiN
2 � �AiD

2 and ��iND
2 � ��iN

2 � ��iD
2.

Second, in the two AVHRR channels the N and D
contributions are comparable: �AiN � �AiD and
��iN � ��iD. This result is an indication of the high
quality of the AVHRR radiometric design, in which
the two sources of radiometric random errors contrib-
ute comparably to the summary error balance. The
summary standard deviations of the ND effect in
AVHRR � are ��1ND � 0.8 � 10�2 and ��2ND � 1.0 �
10�2. Analyses show no statistically significant
trends of 	�iN, 	�iD, and 	�iND with �i.

B. Ångstrom Exponent

Figure 10 shows errors in the Ångstrom exponent
that are the result of noise, 	�iN �left�; digitization,
	�iD �middle�; and their combination, 	�iND �right�,
which result from the respective effects in separate
channels 1 �top� and 2 �middle� and from both effects
�bottom�. All 	�iX parameters are plotted versus �1,
with the dashed curves marking the boundaries of
the �3��iX intervals �calculated as explained below�.

To better understand Fig. 10, consider � in the
two channels as �
1 � 	�1X and �2 � 	�2X �here again,

20 February 2002 � Vol. 41, No. 6 � APPLIED OPTICS 999
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Fig. 9. Top two rows, histograms of perturbation signals superimposed upon the AEROBS albedo in AVHRR channels 1 and 2 to imitate
noise �a1–a2�, digitization �b1–b2�, and noise and digitization �c1–c2�. Bottom two rows, histograms of the respective aerosol optical depth

perturbations.
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X � N, D, or ND�. Perturbation in the Ångstrom
exponent, 	�X, is then expressed as

	�X � 
�ln��1 � 	�1X

�2 � 	�2X
� � ln��1

�2
��

� 
�ln�1 �
	�1X

�1
� � ln�1 �

	�2X

�2
��

� 
�	�1X

�1
�

	�2X

�2
� ; (8)

and its rms deviation, ��X, as

��X
2 � 
2���1X

2

�1
2 �

��2X
2

�2
2 �

� 
2���1X
2

�1
2 � �2��2X

2

�1
2 �

�

2

�1
2 ���1X

2 � �2��2X
2� �

��X
�0�2

�1
2 . (9)

Note that only �1 is kept in relation �9�, for conve-
nience and compactness of further analysis, whereas
�2 was excluded by introduction of a � parameter,
defined as � � �1��2 �related to the Ångstrom expo-
nent as � � 
 ln �, according to Eq. �1��.

Relation �9� explains, in particular, the increased
scatter in the Ångstrom exponent perturbation, 	�X
when � 3 0, as observed in Fig. 10. Relation �9�
further suggests that the scatter increases in inverse
proportion to �. The inverse value of �1, 1��1, was
therefore binned; ��X was calculated for each bin sep-
arately and plotted in Fig. 11 as a function of 1��1.
The empirical points fall well along the straight lines,
as predicted by relation �9�, whose slopes, ��X

�0� are
shown in the respective parts of Fig. 11. Note that
these slopes were substituted into relation �9� to cal-
culate the �3�� lines in Fig. 10.

Figure 11 estimates and compares individual con-
tributions from the three effects �N, D, and ND� and
from different channels �i � 1, 2� to the uncertainty of
the Ångstrom exponent. The combined effect is de-
termined by summing of the respective individual
terms in a rms sense, similarly to treatment of the
albedo and AOD perturbations. In particular, val-
ues of ��X

�0� in the top and middle rows of the figure
�or in Figs. 11a1 and 11b1 and Figs. 11b1 and 11b2�

Table 2. Statistics of the Noise and Digitization Signals Superimposed
Re

Title Channel Noise

Albedo
�Min�Max; mean�
standard deviation�

1 �0.159��0.156;
�7.4 � 10�5�3.61 � 10

2 �0.185��0.182;
�8.6 � 10�5�4.21 � 10

AOD
�Min�Max; mean�
standard deviation�

1 �0.026��0.023;
�1.6 � 10�5�5.25 � 10

2 �0.034��0.031;
�2.8 � 10�5�6.90 � 10
sum in a rms sense, to produce ��X
�0� found in the

bottom row �or in Figs. 11c1–11c3�. For example, a
combined rms � perturbation that results from noise
���1N

�0� � 0.021; Fig. 11a1� and from digitization
���1D

�0� � 0.021; Fig. 11b1� in channel 1 is found as
��1ND

�0� � �0.0212 � 0.0212�1�2 � 0.029 �Fig. 11c1�.
Similarly, a combined rms perturbation in the Ång-
strom exponent that results from noise in channel 1
���1N

�0� � 0.021; Fig. 11a1� and in channel 2
���2N

�0� � 0.030; Fig. 11a2� is found as ��N
�0� �

�0.0212 � 0.0302�1�2 � 0.037.
The contributions to ��ND

�0� from noise and digiti-
zation are nearly similar, as was the case with ��ND,
additionally confirming the balanced radiometric de-
sign of the AVHRR. Channel 2 contributes �1.5
times more than channel 1 in all cases. This is be-
cause of the combined effect of two different mecha-
nisms. First, the calibration slope is generally
higher in channel 2 than in channel 1 �to which both
the N and the D signals are proportional�. Second,
the value of �2 is generally lower than that of �1.
Both lead to a higher noise-to-signal ratio in this
channel, ��2ND��2 � ��1ND��1.

C. Angular Trends in 	�i and 	�

Figure 12 shows statistics �mean, standard deviation,
min, and max� of � perturbations in channels 1 �Figs.
12a1–12a4� and 2 �Figs. 12b1–12b4� and the Ång-
strom exponent derived therefrom �Figs. 12c1–12c4�
for four different angles. The mean is always close
to zero, as expected. The most notable trends are
observed in the view angle. Somewhat smaller
trends are observed for glint and scattering angles,
and no trend is seen for Sun angle. Trends in 	� are
an exaggerated mirror image of those in 	�, as rela-
tion �8� shows. The two images are correlated; the
Ångstrom exponent is more sensitive to uncertainties
than is �. The observed angular features are theo-
retically analyzed and discussed in more detail in
Section 5.

5. Theoretical Analysis with a Simplified Radiative
Transfer Equation

In this section we employ a theoretical analysis based
on a linearized single-scattering radiative transfer
equation to better understand the empirical results
obtained in Sections 3 and 4 and to permit their

the Measured Albedo and the Signal’s Effect on Aerosol Optical Depth
ls

Digitization Noise � Digitization

�0.065��0.065;
�3.3 � 10�5�3.75 � 10�2

�0.221��0.201;
�6.0 � 10�5�5.21 � 10�2

�0.075��0.075;
�3.8 � 10�5�4.33 � 10�2

�0.257��0.234;
�6.9 � 10�5�6.04 � 10�2

�0.013��0.013;
�0.8 � 10�5�5.46 � 10�3

�0.032��0.031;
�0.8 � 10�5�7.58 � 10�3

�0.017��0.017;
�0.8 � 10�5�5.46 � 10�3

�0.041��0.040;
�2.9 � 10�5�9.91 � 10�3
upon
trieva

�2

�2

�3

�3
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generalization for use with other sensors and chan-
nels.

A. Single-Scattering Approximation of the Radiative
Transfer Equation

Reflectance factor � �customarily used in the litera-
ture that treats ocean color and atmospheric optics
and related to the albedo introduced above as �i �
Ai��S, where �S � cos �S and �S is the Sun’s zenith
angle�, at the top of the ocean atmosphere system is
represented as33,34

�i � ��i
R � �i

A � �i
S � Ti�ti

g, �i
R �

pR����i
R

4�S�V
,

�i
A �

�i
Atpi

At����i
t

4�S�V
, (10)

where i is the channel; �i
R and �i

A are Rayleigh and
the aerosol contributions, respectively, to the mea-

Fig. 10. Ångstrom exponent perturbations 	�iX caused by a, nois
channel 2 �2�, and both �3� versus �1. The �3�� �dashed� lines a
002 APPLIED OPTICS � Vol. 41, No. 6 � 20 February 2002
sured reflectance factor, �V � cos �V, �V is the view
zenith angle, � is the scattering angle; pR��� �
0.75�1 � cos2 �� is the Rayleigh phase function �the
same in the two channels�; �i

R are Rayleigh optical
depths in the channels ��1

R � 0.0555, �2
R � 0.0180

for the NOAA-14 AVHRR �Ref. 2��; and pi
At���, �i

At,
and �i

t are the aerosol phase function, the albedo of
single scattering, and the optical depth in channel i,
respectively. All aerosol parameters may vary from
one retrieval point to another, as is manifested in
Eqs. �10� by introduction of the superscript t �true� to
differentiate these parameters from those prescribed
in the retrieval model �pi

A���, �i
A� and from the AOD

estimated with their use, �i.
The ��ST�i term is due to the ocean’s diffuse �Lam-

bertian� reflectance, �i
S ��1

S � 2.0 � 10�3; �2
S �

0.5 � 10�3 �Ref. 2�� attenuated by scattering in the
atmosphere on both molecules and particles. Ac-
cording to, e.g., Viollier et al.,33 the atmospheric dif-

digitization, and c, noise and digitization in AVHRR channel �1�,
awn from the data in respective panels of Fig. 11.
e, b,
re dr



fuse transmittance can be estimated as Ti � exp���1�
�S � 1��V��0.5�i

R � 0.13�i��. Numerical estimates
for �S � 0.5 . . . 1.0 and �V � 0.5 . . . 1.0 give T1 �
0.75 � 0.20 in channel 1 ��1

R � 0.0555, �1
A �

0 . . . 1.0� and T2 � 0.78 � 0.20 in channel 2 ��2
R �

0.0180, �2 � 0 . . . 1.0�. For typical retrieval Sun-
view geometries, this inequality holds: ��ST�i 


�i

R. Its individual terms are estimated as ��ST�1 �
2.0 � 10�3 � �0.75 � 0.20� � �1.5 � 0.4� � 10�3,
��ST�2 � 0.5 � 10�3 � �0.78 � 0.20� � �0.4 � 0.1� �
10�3, and �1

R � �1.3 � 0.2� � 6 � 10�2 � �7.8 � 1.2�
� 10�2, �2

R � �1.3 � 0.2� � 2 � 10�2 � �2.6 � 0.4� �
10�2. �Here, to facilitate making an estimate, we
set PR��� to 1.3 � 0.2 in backscatter, which is typical
of AVHRR scattering geometry for the four data sets
used in this study.� The surface-to-Rayleigh ratio is
��ST�1��1

R � �1.9 � 0.8� � 10�2 in the first channel
and ��ST�2��2

R � �1.5 � 0.6� � 10�2 in the second.
The diffuse reflectance term thus contributes a few of
a percent to the measured signal when no aerosol is

Fig. 11. Root mean square deviation of the Ångstrom expone
present in the retrieval scene, and this contribution
decreases as the aerosol is introduced and its concen-
tration increases. In the analyses below, the ocean
diffuse reflectance term was neglected to simplify the
theoretical formulas, with little loss of accuracy.

The term tg is due to gaseous absorption in the
atmosphere. It as approximated as tg � exp���1�
�S � 1��V��i

g�, where �i
g is gaseous optical depth.33

Note that formulation of Eqs. �10� assumes that all
absorbers are fully placed above the scattering layer.
This approximation largely holds in channel 1, in
which the major absorber is ozone, which is located at
an approximate altitude of 18–20 km. Together
with two other �minor� absorbers, water vapor and
oxygen, �1

g is �0.04 for NOAA-14, for tropical–
midlatitude concentrations of the respective gases.2
For the same ranges of geometry as considered above
��S � 0.5 . . . 1.0 and �V � 0.5 . . . 1.0�, one obtains
that, in channel 1, �1

g � 0.88 � 0.04. In channel 2
the main absorber is water vapor, and the minor

rturbations from the data in the respective panels of Fig. 10.
nt pe
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absorber is oxygen. Together, they amount to �2
g �

0.17 for NOAA-14 and tropical atmosphere. Both
absorbers are, as a rule, well mixed with aerosols in
the lower troposphere. Therefore their concentra-
tions need to be adjusted accordingly, before the for-
mulation of Eqs. �10� can be used in quantitative

Fig. 12. Statistics �mean, standard deviation, and min�max� of per
in AVHRR channels 1 �a1–a4� and 2 �b1–b4� and Ångstrom expon
004 APPLIED OPTICS � Vol. 41, No. 6 � 20 February 2002
estimates. A value of �2
g � 0.08 was adopted in the

numerical estimates below; a uniform mixture was
assumed. For the same ranges of geometry as
above, t2

g � 0.79 � 0.06.
Rewriting Eqs. �10� in albedo units for consistency

with Sections 3 and 4 and omitting channel index i for

tions 	�iND in aerosol optical depths owing to noise and digitization
	�ND versus Sun view, and scattering, and glint angles �c1–c4�.
turba
ent



brevity yield

A � � AR � AA�tg, AR �
pR����R

4�V
,

AA �
�AtpAt����t

4�V
�

pA����

4�V
. (10a)

From Eqs. �10a� the following formulas for �t and its
retrieval � are obtained:

�t �
1

��p����At �4�V �
A
tg � pR����R� ,

� �
1

pA��� �4�V �
A
tg � pR����R� . (11)

In Eqs. �10a� and �11�, the conservative �� � 1� model
aerosol phase function pA���, that was used in the
retrievals was introduced to differentiate this phase
function from the true one, ��p����At, which may vary
from one retrieval point to another. As a result,
estimated aerosol optical depth � and its increment
	� may differ from the true ones, �t and 	�t, by a
factor equal to the ratio of the respective phase func-
tions.

From Eqs. �11�, a perturbation in aerosol optical
depth 	� that resulted from a perturbation in albedo
	A is calculated as

	�t �
4�V

�AtpAt���

	A
tg , 	� �

4�V

pA���

	A
tg . (12)

Below, two types of perturbation 	A in albedo, mul-
tiplicative �calibration slope error� and additive
�noise and digitization�, are considered separately.

B. Effect of Calibration Slope Uncertainty on �i and �

Calibration slope error εC results in an albedo error
that is proportional to the albedo itself: 	A � εCA.
Substituting this equation into the right-hand sides
of Eqs. �12�, along with the formula for albedo from
Eqs. �10a�, one obtains

	� � �� � �R pR���

pA����εC. (13)

The structure of Eq. �13� is identical to that of Eqs.
�5�. Both equations suggest that the perturbation in
� is proportional to the percent perturbation in albedo
and that the proportionality coefficient �the aggre-
gate in brackets in Eq. �13�� has two terms, one of
which is proportional to � and one that does not de-
pend on �. Comparing Eqs. �4� and �5� with Eq. �13�
suggests that

b0 � 1, a0 �
pR���

pA���
�R. (14)

Equations �13� and �14� thus predict that b0 � 1
�and does not depend on the aerosol retrieval model�
and that theoretical factor a0 will be proportional to
the Rayleigh optical depth. Table 1 shows, however,
that the empirically estimated b0 is �0.71 � 0.02 in
channel 1 and �0.74 � 0.03 in channel 2, whereas a0
in channels 1 �0.370 � 0.011� and 2 �0.158 � 0.004�
differ by a factor of �2.35 � 0.13�. That value is
somewhat lower than the theoretically expected one,
�3.1, based on the ratio of respective Rayleigh optical
depths in the channels. Besides Rayleigh optical
depths, parameter a0 is also expected to depend on
values of pA���, which differ only slightly in the chan-
nels. In channel 1 the empirical a0 � 0.37 � 0.01 is
less than the theoretical estimate from Eqs. �14�, a0 �
0.52 � 0.08, by ��30 � 20�%. In channel 2 the
empirical a0 � �0.158 � 0.004� is less than the the-
oretical estimate, ��0.18 � 0.02�, by ��13 � 14�%.

Theoretical Eqs. �13� and �14� overestimate both a0
and b0 consistently by tens of percent. Part of this
disagreement may be due to multiple scattering ef-
fects that are not considered in the present single-
scattering formulation. Another part may be due to
calibration errors that may be already be present in
the original AEROBS data. The theoretical rela-
tionships thus closely reproduce the empirical results
qualitatively, but their parameters require fine tun-
ing �up to a few tenths of a percent� if the theoretical
estimates are to be used for quantitative analyses.

The theoretical Ångstrom exponent �and its pertur-
bation� is derived from the respective � �and their
perturbations� from Eqs. �1�, �6�, and �7�. This der-
ivation is trivial and is therefore omitted here.

C. Effect of Noise and Digitization on �i and �

We estimate the perturbations in �, 	�X, that are due
to noise, digitization, or their combination �X � N, D,
ND, respectively� by substituting 	AX into Eqs. �12�:

	�X �
4�V

pA���

	AX

tg . (15)

Figure 13 compares 	�X, estimated with the simple
analytical equation �15�, with the accurate lookup-
table inversions. The agreement between theoreti-
cal and empirical results is quite good and suggests
that Eq. �15� can be used not only for qualitative
analyses of the N and D effects on the retrievals but
even for the quantitative prediction of the effects.
The mean error,  	�X!, and its rms deviation, ��X, are
calculated as

 	�X! � 0, ��X �
4�V

pA���

�AX

tg . (16)

Equations �15� and �16� relate perturbations in �,
	�X���X�, to perturbations in albedo, 	AX��AX�. �Re-
call that the frequency distributions of 	AiX are
shown in the two top parts of Fig. 9.� According to
Eqs. �15� and �16�, 	AiX are additionally modulated
by the variable Sun, view, and scattering geometries,
aerosol type, and gaseous absorption ��V, pA���, and
tg in Eqs. �15� and �16��. Numerical estimates show
that pA��� and tg contribute relatively little to the
angular trend in 	�X, so the approximate proportion-
ality takes place between 	� �� � and � . This the-
X �X V
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oretical fact is consistent with the viewing angle
trend illustrated in Figs. 12a2–12c2. �Note that the
glint angle trends in 	�X���X� shown in Figs. 12a4–
12c4 stem from high correlation observed between
the view and glint angles in the data.�

An interesting feature of Eqs. �15� and �16� and the
empirical results of Section 3 is a seeming violation of
the reciprocity principle, as 	�X���X� depend differ-
ently on the viewing angle and the Sun angle. This
is so because it is the radiance �or albedo� that is
subject to an additive error caused by noise and digi-
tization. These sources of error need to be further
normalized to the Sun angle to become reflectances,
which, according to radiative transfer equations �10�,
reveal actual reciprocity. Therefore the different
sensitivities of 	�X���X� to Sun and view angles are
expected.

We can obtain a theoretical estimate of the Ång-
strom exponent error that results from AOD errors by
substituting the theoretical 	�X���X� from Eqs. �15�
and �16� into Eqs. �8� and �9�. Inasmuch as Fig. 13
suggests that the empirical 	�X are closely repro-
duced theoretically, the theoretical 	�X are also close
to the empirical 	�X analyzed in Section 4.

6. Implications of Errors for the AVHRR Aerosol
Information Content

Radiometric errors depreciate the information con-
tent of aerosol retrievals from the AVHRR. The de-
gree of this depreciation is estimated below through
the “relative uncertainty” of a measurement �this
term was proposed by one of the anonymous review-
ers of this paper�. This concept was introduced for
the vertical soundings of atmospheric temperature
and humidity profiles35,36 and later applied to sea-
surface temperatures.37 Here we use it further to
assess quantitatively the AVHRR aerosol informa-
tion content.

A. Relative Uncertainty and Information Content

The information content of a measurement �M, with
its measurement uncertainty ε�M �customarily char-
acterized by its standard deviation ��M�, should be
judged by the new information that it adds to the a
priori information already known about parameter �
from past measurements �for instance, climatological
mean  �C! and standard deviation ��C�.35,36 Rodg-
ers36 suggests that �C be regarded as a “virtual mea-
surement” and treated in exactly the same way as the
actual measurement �M. In particular, the two
could be further combined if one used �1���M�2 and
�1���C�2 as their respective weights. The relative
uncertainty of a measurement, " � ε�C�ε�M, is thus
an indicator of the measurement’s information con-
tent. In particular, " � 1 means that the error in
the parameter being retrieved is comparable with the
a priori uncertainty. For an arbitrary k � 1, " � k
means that no more than k classes �gradations� can
be reliably distinguished in the data.

Note that " is not only a measure of the current
measurement error. Neither is it only a measure of
the current a priori uncertainty. Rather, it repre-
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sents their relative proportion, which may change as
the a priori uncertainty ���C� is reduced while new
data become available, measurement accuracy ���M�
improves, or both. For instance, Aoki37 pointed out
that a measurement would be more informative when
only annual climatology data were available rather
than when a more detailed monthly climatology were
available.

Interpretation of parameter " may be different for
different types of measurement error. In the case of
radiometric noise and digitization, parameter " char-
acterizes the �relative� degree of blurriness in the
instantaneous field of a parameter, in its short-term
time series, or both, suggesting how many shades can
be reliably separated in the data. For calibration
errors, parameter " characterizes the �relative�
strength of systematic error in the data. For stabil-
ity error, parameter may serve as a measure of our
ability to detect long-term trends in the data, e.g., for
climate-related applications.

1. Definitions of Aerosol Uncertainties
In this study the uncertainty is measured in a rms
sense, ��, for normally distributed values and
through the range �� for any other type of frequency

Fig. 13. Perturbations 	�iX in aerosol optical depths owing to
noise �X � N; a1–b1�, digitization �X � D; a2–b2�, and noise and
digitization �X � ND; a3–b3� in AVHRR channels 1 and 2, esti-
mated with exact lookup-table inversions, versus those estimated
with Eq. �15�.



distribution. �For normally distributed values, note
a useful relationship �� � 6��, which results from
variability of �3�� about the mean  �!�. According
to analyses of O’Neill et al.38 and Ignatov and
Stowe,32 log � is distributed normally, and therefore
parameter � is better defined as � � log �. The
Ångstrom exponent, �, is distributed normally,32 and
therefore � � �.

2. Aerosol A Priori Uncertainty
The climatology of a parameter � is customarily rep-
resented by its mean,  �C!, and its standard devia-
tion, ��C, on a space–time grid �e.g., 1° monthly sea
surface temperatures�.39 Space–time stratified
aerosol climatology is not yet available. It is being
developed in the framework of the GACP.4 In this
study the a priori aerosol uncertainty is thus defined
through the variability of the respective aerosol pa-
rameters within the four data sets, each covering the
global belt of 5–25 °S within 9-day periods.32

According to Ignatov and Stowe,32 � is distributed
log-normally, with a typical geometric mean and a
standard deviation of �g � 0.15 and � � 1.5, respec-
tively �see Ref. 38 for the definitions�. The �3� in-
terval in a log � space is thus defined as ��g��3; �g�

3�
� �0.04; 0.50�. For the numerical estimates below,
the value of range, �� � 0.46, was thus used. Ång-
strom exponent � is distributed normally, with a rms
deviation ��0 � 0.22 � 0.02 that is equivalent to a
range of variability of �� � 6��0 � 1.3 � 0.1.32

For the analysis of climate change in � or �, aerosol
a priori uncertainty should be defined through the
long-term trends in the parameter to be detected. In
what follows, trends in ��S and ��S are estimated
that correspond to an S error of εS � 1%.

3. Aerosol Measurement Uncertainty
The ND radiometric errors depend on the sensor’s
performance, vary from one point to another, and
depend on Sun and view geometries. In addition to
these factors, the C and S errors depend also on �.
In the numerical estimates below, typical AVHRR
radiometric errors, for typical AVHRR Sun and view
geometries, are used.

The two types of error—systematic �the C and S
errors� and random �the ND errors�—may require
different mathematical treatment and interpreta-
tion. The systematic C and S errors are measured
by their magnitude, whereas the normally distrib-
uted random ND errors are defined through either
their standard deviations ���iND, ��ND� or ranges
���iND � 6��iND, ��ND � 6��ND�. Note that only a
combined ND effect in both �1 and �2 is considered, as
is a combined effect of both channels 1 and 2 in �, as
they are of most practical interest.

B. Calibration and Stability Errors

1. �-Calibration Error
Equations �5� suggest that 	�iC depend on variable �i.
The degree of this dependence is characterized by the
factor in brackets in Eqs. �5�, which varies by approx-
imately a factor of 2 in channel 1 �from 0.37 to 0.73�
and by approximately a factor of 3 in channel 2 �from
0.16 to 0.53� when �i increases from 0 to 0.5. As a
result, the calibration error at the high-end �1 ��2� is
a factor of �2 ��3� greater than that at the low-end �1
��2�.

Equations �5� also suggest that 	�iC are directly
proportional to εiC. The best-case calibration errors
�see Section 2 for details� are ε1C � �5% �	�1C �
�0.019�0.037 for the low–high-end �1� and ε2C �
�7% �	�2C � �0.011�0.037 for the low–high-end �2�.
From these estimates, "�1C � ����2	�1C� ranges from
�13 �low-end �1� to �7 �high-end �1�, and "�2C �
����2	�2C� ranges from �22 �low-end �2� to �7 �high-
end �2�. �The factor of 2 was introduced to account
for the � in the calibration uncertainty.� These re-
sults suggest that, on average, reliable separation of
approximately 10 to 20 classes in � is possible.

2. �-Calibration Error
Equations �7� suggest that 	�iC increases �whereas
"�iC � ����2	�iC� decreases� toward low �i. For the
best-case calibration errors, "�1C � 1 when �1C

�0� �
0.11 � 0.01 in channel 1 �ε1C � �5%, ε2C � 0� and
"�2C � 1 when �2C

�0� � 0.08 � 0.01 in channel 2
�ε1C � 0, ε2C � �7%�. Calibration uncertainties,
however, are present in both AVHRR channels. If
they are counterdirected �i.e., ε1C and ε2C have oppo-
site signs�, the errors add and the actual �iC

�0� � 0.2;
if they are codirected �i.e., ε1C and ε2C have the same
sign, which is more likely if the same vicarious cali-
bration technique is applied consistently to calibra-
tion of both channels�, then errors from different
channels may offset each other, so the errors in the
Ångstrom exponent will partially cancel. For in-
stance, Ignatov and Stowe32 found no notable system-
atic error in the retrieved Ångstrom exponent.

3. ���-Stability Errors
When ε1S � ε2S � �1%, 	�1S is � 0.004�0.007 and
	�2S is � 0.002�0.007 �for �i � 0.0�0.5�. Over the
lifetime of a NOAA satellite, and during switches
from one satellite to another, the error may reach a
few percent, so artifacts in the �i time series of a few
hundredths are expected. Stowe et al.30 observed
trends–discontinuities in the PATMOS data set �1
time series of approximately this magnitude, which
they attributed to the residual calibration problems.

The error in the Ångstrom exponent varies in ap-
proximately inverse proportion to �, so it is not de-
fined at �i � 0. When �i � 0.1�0.2 �typical aerosol
loadings for the four data sets used in this study�,
	�1S � 0.15�0.10 and 	�2S � 0.10�0.07. A few-
percent AVHRR instability would thus lead to arti-
facts in the � time series of an order of �0.5, which is
comparable with the range of its natural variability
��2�.

4. Improving the Relative Uncertainty
Calibration-related error is systematic. Potentially
it may be adjusted for empirically, by use of ground
measurements in a few anchor points. If ground
20 February 2002 � Vol. 41, No. 6 � APPLIED OPTICS 1007
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measurements are not available, one may adjust the
retrievals by setting the empirical frequency distri-
bution to a position expected from the available a
priori knowledge of aerosols that is specific for the
area and season under consideration �e.g., climatolo-
gy�. Note, however, that this approach can be em-
ployed if the calibration, however uncertain, is stable
over the space–time box covering the measurements.

The numerical estimates here support the conclu-
sion reached at by Brest et al.24 that the “real decadal-
scale changes of the earth are much smaller in
magnitude than uncertainties in calibration changes
and cannot be reliably detected without significant
improvements of instrument calibration.” More re-
alistically, it is the high sensitivity of aerosol retriev-
als �and, in particular, of the Ångstrom exponent� to
the calibration uncertainties that can be used to en-
sure the stability of the AVHRR calibration with a
better accuracy than is now achievable with the cal-
ibration techniques based on radiances �cf. Evans and
Gordon,40 who used the time series of water-leaving
radiances from the Coastal Zone Color Scanner to
examine the stability of its calibration retrospective-
ly�. The accuracy of such a vicarious calibration is
expected to be progressively greater in proportion to
the size of the data sets to which it is applied �a global
aggregate is preferable�. After being calibrated in a
global sense, the data can be used for exploring sea-
sonal and regional redistribution of aerosol charac-
teristics, assuming that their global conglomerate is
nonvariable. For monitoring relatively large re-
gional and seasonal signals in �, the low-end � may be
recommended; they are least sensitive to the stability
errors. To detect changes in particle size, the high-
end � are better suited.

C. Noise and Digitization Errors

1. Aerosol Optical Depth
From the analysis of Section 4, the combined ND
effect leads to the following typical rms and maxi-
mum errors of �: ��1ND � 0.8 � 10�2 and ��2ND �
1.0 � 10�2 �ranges of error, 	�1ND � 6��1ND � 0.048
and 	�2ND � 6��ND2 � 0.060�. The respective
"�1ND � ���	�1ND and "2ND � ���	��2ND are �10 and
�8, suggesting reliable separation of no more than
approximately 8–10 classes of � in individual GAC
pixel data.

2. Ångstrom Exponent
Of most practical interest is the case shown in Fig.
11c3, which corresponds to a combined ND effect
from both channels 1 and 2. Analyses of Section 4,
Eq. �9�, and Figs. 9 and 11c3 suggest that the ND
signal is distributed normally, with ��ND � ��ND

�0��
�1 � 0.055��1, for an average geometry. The relative
uncertainty is then "ND � ��0���ND � ��0�
��ND

�0��1 � �0.24 � 0.02��0.055�1 � �4.4 � 0.4��1, so
"ND increases linearly with �1. In particular, "ND �
1 when �1ND

�0� � 0.23 � 0.02. Over the whole 5°–
25 °S area, the vast majority of observations have
008 APPLIED OPTICS � Vol. 41, No. 6 � 20 February 2002
�1 
 2�1ND
0 ��0.45 � 0.04�, for which no more than

two classes of aerosol type can be reliably identified.

3. Improving the Relative Uncertainty
Averaging over n GAC pixels reduces 	�iND and 	�ND
by a factor of �n. Figure 14 gives an example of
averaging AEROBS data in space and time �1° � 1° �
9 days�. Figure 14�a� is a histogram of the number
of 8-km AEROBS cloud-free pixels within a box,
which ranges typically from 1 to 20. �Note that
AEROBS data are sampled GAC data and therefore
are not representative of the full clear-sky AVHRR
statistics.� Figures 14�b� and 14�c� show histograms
of the averaged ND error in the retrieved �1 and �2 �cf.
Figs. 9c3 and 9c4 for individual GAC pixels�. The
histograms of random errors in averaged data devi-
ate from Gaussian, probably because of the substan-
tial variability of the observation statistics from box
to box, whereas their rms errors, ��iND, are reduced
�2.5-fold on average. Figure 14�d� shows a scatter-
gram of 	�ND versus �1: 	�ND increases toward low
� �as in Fig. 10c3�, but its magnitude is reduced by a
factor of �3.5 from that of individual GAC pixels.
�Note that the 1��1 trend in scatter is partially offset
by the generally increased number of cloud free
points within a box at low �. As a result, ��ND is
reduced more efficiently at low �; hence the reduction
rate is higher here than for the average ��iND�.

These results shed light on the expected reduction
of the ND errors in the averaged data sets, such as
the PATMOS30 and the Goddard Institute for Space
Studies �GISS� data sets used for the GACP.4 In
both, GAC pixels are averaged within ��1° � 1° � 1
month� space–time boxes, yielding roughly a factor of
�30�9� � 3.3 additional increase in number of obser-
vations. Additionally, a factor of �2.5 increase
comes from the use of original 4-km GAC pixels in-
stead of the 8-km AEROBS pixels �in which averag-
ing has already been performed over a few GAC
pixels, whose number may vary from 1 to 4�. This
gives a factor of �8.3 ��3.3 � 2.5� increase in the
number of observations. As a result, the ND errors
will be further reduced by a factor of �2.9 ���8.3�.
When this reduction is combined with the factor of
3.0 � 0.5 reduction for data in Fig. 14, the averaging
in PATMOS and GISS�GACP data thus reduces the
ND errors by a factor of 8.7 � 1.5. In particular,
��iND � �1.0 � 0.1� � 10�3, and the rms error in the
Ångstrom exponent is approximated as ��ND �
�0.0065 � 0.0011���1. The crossover point in �1,
where " � ��0���ND � 1, is reduced from �1 � 0.25 �
0.03 to �1 � 0.03 � 0.01. Note, however, that this
is an average estimate. The error in the averaged
product depends strongly on the number of data
points used and may have a regional or seasonal
structure, e.g., as a result of cloud cover and sampling
strategy. Great care, and individual analyses, are
recommended in any case.

7. Conclusion

The sensitivity of aerosol optical depths from AVHRR
channels 1 �0.63 �m� and 2 �0.83 �m�, � and � , and
1 2



the Ångstrom exponent � to the radiometric uncer-
tainties �calibration and stability errors, radiometric
noise, and digitization—the C, S, N, and D factors,
respectively� have been examined empirically and
theoretically. Empirical formulas, obtained for the
NOAA-14 AVHRR, relate aerosol retrieval errors to
the radiometric uncertainties. Theoretical analyses
were made with a simplified radiative transfer equa-
tion to clarify the empirical findings and potentially
to generalize them to be usable with the data from
other sensors and satellites. The analytical sensi-
tivity formulas provide a simple and convenient way
to determine how a radiometric error propagates into

Fig. 14. Effect of �1° � 1°� averaging on the ND error in the
AEROBS retrievals: a1, histogram of the number of clear sky
pixels within �1° � 1°� boxes; a2, a3, histograms of averaged ND
signals in channels 1 �	�1ND; a2; cf. Fig. 9c3� and 2 �	�2ND; a3; cf.
Fig. 9c4�; and a4, scattergram of averaged 	�ND versus �1 �cf. Fig.
10c3�.
� and � retrievals, for a specific set of satellite sensor
channels, under different aerosol and Sun and view
geometry conditions. The parameters of the derived
theoretical formulas may need fine tuning or adjust-
ments to be used for quantitative error analyses with
real data.

The calibration-induced uncertainties in aerosol
optical depths are accurately predicted with Eqs. �5�:
	�1C � �0.37 � 0.71�1�ε1C and 	�2C � �0.16 �
0.74�2�ε2C. For the best-case calibration errors
�ε1C � �0.05, ε2C � �0.07�, 	�1C is �0.019�0.037 for
�1 � 0�0.5 and 	�2C is �0.011�0.037 for �2 � 0�0.5.
The corresponding uncertainties in the Ångstrom ex-
ponent are defined as 	�1C � �
 ln�1 � 	�1C��1� and
	�2C � �
 ln�1 � 	�2C��2�, where 
 is the spectral
separation factor between the channels defined by
Eq. �1� �for AVHRR, 
 � 3.63�. For practical appli-
cations, the logarithm permits expansion into Tay-
lor’s series, and the first �linear� term accurately
approximates the nonlinear logarithmic function:
	�1C � �
 � 	�1C��1 and 	�2C � �
 � 	�2C��2 �cf.
Ref. 11�. For typical open-ocean conditions �� �
0.15�, 	�C is �0.53 # 0.43, which is comparable to
the range of variability of the Ångstrom exponent
itself ��0.65, according to the analysis of Ignatov and
Stowe32�. To check whether systematic error is
present in � retrievals it is useful to plot the retrieved
� versus �. Adjustment to the calibration can be
made based on anchoring the retrieved � to ground-
based sunphotometer measurements or to climatol-
ogy. Monitoring or adjusting calibration stability or
both, based on global conglomerate � or �, may be
practical because the angular signal, which is present
in radiances, is removed when the radiances are con-
verted to the retrieved aerosol parameters, which are
thus expected to be more sensitive to the calibration
uncertainties. �The Sun-view geometry trends in
the calibration-induced errors, 	�iC and 	�iC, were
specially analyzed and shown to be negligible�.

Unlike the systematic effect of the calibration-
induced error on aerosol retrievals, radiometric noise
�N� and digitization �D� introduce no bias in the re-
trieved � and � but contribute to random errors. The
D signal is distributed uniformly, whereas the N and
the combined ND signals are distributed normally.
According to Eqs. �16�, rms error in �i and ��iX de-
pends on view geometry as ��iX � �4�V�pi

A��AiX,
where �AiX is the rms deviation of the albedo in chan-
nel i that is due to noise �X � N�, to digitization �X �
D�, or to their combination �X � ND�. According to
Eqs. �9�, the rms error in �, ��iX, is calculated as
��iX � 
��iX��i. The combined ND signals in the
albedos, � and �, are calculated from the respective N
and D components in a rms sense as �AiND � ��AiN

2 �
�AiD

2�1�2, ��iND � ���iN
2 � ��iD

2�1�2, and ��iND �
���iN

2 � ��iD
2�1�2. Note that the N and D contribu-

tions to the ND signal are comparable for all vari-
ables. We calculated a combined effect on the
Ångstrom exponent from the two channels by sum-
ming the contributions of the individual channels in
a rms sense: � 2 2 1�2
�X � ���1X � ��2X � . Note that
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channel 2 contributes �1.5 times more than channel
1 to the rms error in the Ångstrom exponent. All
components of � error can be approximated as ��iX �
��iX

�0���1. When both N and D effects are taken into
account in both channels, then ��ND

�0� � 0.055 for
individual GAC pixels. Averaging data in space and
time reduces the random errors. It may, however,
make them non-Gaussian and nonuniform in space
and time. Care must be used to ensure that suffi-
cient numbers of points are available in each grid cell.

Retrieval of the Ångstrom exponent �and any size
parameter, for that matter� is, generally, a bigger
challenge than the retrieval of aerosol optical depth.
This observation is true not only for satellite obser-
vations, such as from AVHRR.41,42 It is also in a
broad agreement with the results of other authors
obtained with sunphotometry, which is but a simpler
case of satellite retrievals. Ångstrom43,44 explicitly
articulated “the need of greater accuracy in the radi-
ation measurements, on which all methods for deter-
mining the turbidity parameters must be based,”
especially the differential aerosol size parameter.
For any sensor, radiometrically induced errors in the
retrieved size parameters increase toward low �,
whereas the relative uncertainty, ", decreases. For
individual AVHRR GAC pixels, a crossover point
where "ND � 1 is �1ND

�0� � �0.25 � 0.02�. For �1 

�1ND

�0�, the � signal is composed mostly of the ND
errors in the two channels and carries little useful
information on the particles’ size. As � increases,
the aerosol contribution to the estimated � increases,
too, but the noise is still present. For a two-channel
radiometer, such as the NOAA�AVHRR or the Visi-
ble and Infrared Scanner �VIRS� on board the Trop-
ical Rainfall Measuring Mission �TRMM� Satellite,
threshold �1

�0� is defined mainly by two factors: er-
rors in individual channel retrievals �which can be
reduced by space–time averaging� and the spectral
separation of the channels, 
, which amplifies all
individual errors and uncertainties in the channels.
Aerosol retrievals from the advanced sensors are ex-
pected to do a better job of aerosol retrieval, owing to
the superior performance of their individual chan-
nels, their increased number, and better spectral cov-
erage.45 All these factors contribute to the improved
accuracy of the derived size parameter, especially at
low aerosols, by lowering the parameter’s threshold
of usefulness.
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Karen Michels �NOAA�, Nick Nalli �NOAA�NESDIS�
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